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The paper by Ward, Greenhill and Bakke (WGB) is one of my favourite papers in the 
course.  It is very readable and useful for you.   

 

 

So far we have focused on statistical and practical significance (“practical” significance is 

about whether effect sizes are big enough so that we should care about them). 

 

 

Many people assume that coefficients that are both statically and practically significant are 

also important for making predictions - but this is not true.  The WGB paper develops this 

important point. 

http://jpr.sagepub.com/content/47/4/363.full.pdf+html
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WGB analyses the Fearon and Laitin (FL) and Collier and Hoeffler (CH) papers covered in 

lecture 11 to make their points.  The second section of the WGB paper has a nice summary 

of the “story time” discussion that surrounds FL and CH so I will briefly summarize the 

WGB summary before moving on to prediction. 

 

 

First we look at areas where FL and CH agree: 

 

1.  They both argue that the longstanding emphasis of conflict scholars and journalists on 

the importance of ethnic conflict and income inequality for explaining armed conflict is 

misplaced.  These variables do not come out significant in the FL-CH (logistic) regressions.  

CH use the term “grievance” and conclude that grievances are not important for explaining 

why conflicts break out.  FL and CH point out that grievances are ubiquitous yet armed 

conflicts are not ubiquitous.  This is an awkward fact for theories that try to use grievance to 

explain conflict. 

 

2.  They both try to resolve this tension by arguing that the opportunity to rebel, rather than 

a desire to rebel, is the determining factor on whether or not a conflict breaks out. 
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Then FL and CH split: 

 

1.  CH think that natural resources are the key.  They argue that having an accessible 

supply of valuable resources that can be easily extracted and sold gives rebel groups a 

feasible way to finance themselves. 

 

 

2.  FL think that the opportunity for rebellion arises when a state is weak.  Various factors 

can make a state weak including: 

 

a. Low GDP which makes it hard for a government to raise revenue to support, e.g., an 

army. 

b. Lots of territory or a large population which makes it hard for a government to control a 

whole large country. 

c. Mountainous terrain which, again, makes territory hard to control.   
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We now return to the prediction question.   

 

 

The table on slide 6 shows that both models are bad at predicting civil wars.  You need to 

understand a few things before you can understand this table as well as possible so we 

now pause for a moment to acquire this knowledge. 

 

 

First, when people make predictions using a logistic model they normally plug numbers in 

(just like we did for the Rwanda genocide paper).  When the predicted probability is greater 

than 0.5 they predict that the event will happen and when the predicted probability is less 

than 0.5 they predict that the event will not happen.   

 

 

However, this 0.5 threshold is arbitrary.  We could predict war when the model spits out a 

number bigger than 0.3, or any other number between 0 and 1 if we like. 

  



5 
 

Next, after we make a prediction we can think of there being four possible outcomes: 

 

 

1.  We predict “war” and “war” happens.  We can call this a true positive.   

 

2.  We predict “no war” and “no war” happens.  We can call this a true negative.   

 

3.  We predict “war” but war does not happen – “false positive”. 

 

4.  We predict “no war” but war happens – “false negative”. 
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This is the main table in the WGB paper.   

 

 

 

 

When the threshold is 0.5 then FL never predict war, i.e., each case they feed into their 

model gives a predicted probability of war that is less than 0.5.  This means that they fail to 

predict all 107 civil war onsets that occur in their dataset.  On the plus side they have no 

false positives, i.e., they never predict a war that does not happen. 

 

CH do better on correctly predicted civil wars, 3 predicted wars out of 46 occurring in their 

data, but at the cost of 5 false positives (predictions of wars that do not happen). 
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Note on terminology – WGB’s column called “Correctly predicted” corresponds to what I 

call “true positives”.   

 

 

The table also shows that both true and false positives increase as you lower the threshold.  

This movement is intuitive and a mathematical necessity – when you predict war more 

frequently you will make more good calls but at the expense of raising more false alarms. 

 

 

The table does not display false and true negatives but you can calculate these once you 

know that FL have a total of 6295 cases of “no war” and CF have 642 cases of “no war”.  

(Recall that CF use 5-year periods whereas FL use 1-year periods.  The resulting 

difference accounts for much of the difference in sample size. 

 

 

The picture on the next slide summarizes the trade-off between the true and false positive 

rates for FL-CH. 
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The X axes give the fraction of cases of peace for which the models predict war.  The Y 

axis gives the fraction of cases of war for which the model predicts war. 

 

CH do a little better on prediction than FL do.  For example, when CH have a false positive 

rate of 0.2 their true positive rate is around 0.8 while FL only make it up to around 0.5. 
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One way to summarize the performance of a model at prediction is total area under the 

curve.   

 

 

You can see this intuitively by looking at the picture on the previous slide.  You want the 

true positive rate to be as close to 1.0 as possible for every value of the false positive rate.  

If it is always near 1.0 then the area under the curve will be close to 1.0.   

 

 

The area under the curve decreases as the true positive rates decrease.   



10 
 

The following picture gives the relationship between statistical significance and 

performance at prediction for variables in the FL and CH models where the latter is 

measured by how much the area under the curve decreases if that variable is removed 

from the logistic regression.  You can see that the relationship between the two criteria is 

not very tight.  They are really two different things. 
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We now move from the topic of the prediction to the topic of causality.   

 

 

Recall that CH and FL can, at best, establish correlations between various factors and 

conflict onset.  But we are interested in causality as well as correlation.    

 

 

The paper by Miguel, Satyanath and Sergenti attempts to make a causal connection 

between economic growth and conflict.   

  

http://eml.berkeley.edu/~emiguel/pdfs/miguel_conflict.pdf
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Here is the basic issue.   

 

 

It is problematic to put economic growth on the right-hand-side of a conflict regression of 

the sort discussed in lecture 11.  The main difficulty is that there is a very plausible channel 

of reverse causation.   

 

 

That is, while it is true that low or negative growth might cause conflict it is also true that 

conflict might cause low or negative growth.   
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Let’s take a concrete example that makes it pretty clear that reverse causation is a problem 

for estimating the relationship between growth and conflict. 

 

 

The UN sends peacekeepers into an unstable and economically stagnant country.  The   

peacekeepers prevent a conflict from starting and, subsequently, there is strong economic 

growth, in part because of the peace.   

 

 

In this story peace is among the causes for high economic growth but high economic 

growth does not cause peace.   

 

 

Suppose such cases are common.  Then if you run a regression with conflict as the left-

hand-side variable you might get a negative and significant coefficient on growth without 

there necessarily being any causation running from economic growth to peace (i.e., no 

conflict).    
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The idea of Miguel et al. is to isolate causation by focusing on only a part of economic 

growth that is not plausibly caused by whether there is peace or conflict.   

 

 

Specifically, the trick is to zero in on the impact of rainfall in Sub-Saharan Africa.  Since 

agriculture is important in this region it is plausible that rainfall would cause some economic 

growth.  At the same time conflict (or peace) cannot plausibly have any effect on rainfall.   

 

 

Thus, although only part of all economic growth can be linked to rainfall this part of 

economic growth is not plagued by reverse causation.   

 

 

In technical terms we say that rainfall is an “instrument” for economic growth.   

  



15 
 

The table on slide 16 shows that the growth in rainfall is, indeed, correlated with economic 

growth in Sub-Saharan Africa.   

 

 

This means that rainfall growth is a plausible instrument for economic growth.  Of course, if 

rainfall and economic growth were uncorrelated with each other then there would be no 

point in exploring the Miguel et. al idea any further. 

 

 

Notice that Miquel et al. use the growth of rainfall rather than rainfall itself.  We will return to 

this fact later in the lecture. 
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Table three provides the essence of Miquel et al’s results.   

 

 

The results on this slide and the next one are for conflict incidence, not onset (lecture 11).  

So these results are not directly comparable with those discussed in Lecture 11 since those 

were about conflict onset but the results for onset are similar to the results for incidence. 
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The first column of table 3 is for conflict (at least 25 battle deaths) and the second column 

is for war (at least 1,000 battle deaths).   

 

 

There are negative and significant correlations between rainfall growth and the probability 

of both conflict and war.   

 

 

For conflict the significant effect shows up only at period t-1 which gives the growth of 

rainfall between period t-2 and period t-1.   
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Table 4 shows results from a more elaborate specification that gives basically the same 

results as the less elaborate one on slide 17.  The differences are: 

 

 

1.  Now there are control variables 

 

 

2.  Rainfall is now used as an instrument for economic growth in columns 5, 6 and 7.  

This means that rainfall is not used directly to predict conflict/war.  Instead, rainfall 

predicts economic growth and then the part of economic growth that is predicted by 

rainfall is used to predict conflict. 

 

 

The interesting results are the significant ones for economic growth at time t-1 in columns 

5, 6 and 7.  
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Here is a table of results in simple specifications using onset, rather than incidence, of 

conflict as the left-hand-side variable. 

 

 

 

Again, there is a negative relationship between conflict and growth, although this time it 

shows up at time t rather than at time t-1. 
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The paper by Antonio Ciccone is a critique of the Miguel et al. paper.  Ciccone: 

 

 

1.  re-examines the Miguel et al. data  

 

 

2.  analyses an extended dataset, covering ten additional years not covered in the 

Miquel et al. paper (which was written much earlier than Ciconne’s paper was written). 

 

 

The main difference in approach is that Ciccone looks at rainfall levels at each time period 

rather than the growth rates of rainfall from period to period as Miguel et al. do.  This may 

seem like an inconsequential technical detail but, in fact, it is potentially quite important.   

  

http://www.antoniociccone.eu/wp-content/uploads/2011/02/Transitory-Shocks-Febf-2011.pdf
http://elsa.berkeley.edu/~emiguel/pdfs/miguel_conflict.pdf
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To get the general idea of the critique, let’s look at some hypothetical numbers. 

 

 

Consider a country for which 100 cm of rainfall in a year is normal and fine for agriculture.   

 

1.  Suppose that the rainfall is 140 cm, 120 cm and 100 cm in three successive years.  

Thus, there is negative growth in rainfall for two successive periods.  Still, the country 

never experiences below-normal rainfall.  

 

2.  Now let’s reverse the situation.  Rainfall levels of 60, 80 and 100 will be recorded as 

two successive periods of positive growth although rainfall would be below average in 

this example until the final period.   

 

 

The point is that rainfall levels, and how these compare to average levels, probably convey 

more useful information than do growth rates of rainfall. 
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We can look at this also from a slightly more technical perspective (Ciccone, page 6).   

Suppose that the growth rate of rainfall is what really matters for the probability of conflict.  

Nevertheless, we can still fully capture these growth effects using a model specified entirely 

in terms of rainfall levels.   

 

 

Consider the following simple model (following Ciccone’s notation): 

 

1 tt RGrPconflict   

 

According to this model, the probability of conflict at period t is determined by a constant,  

 , times the growth rate of rainfall between periods t-2 and t-1.   
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We can rewrite this equation as: 

 

  2121 loglogloglog   ttttt RRRRPconflict   

 

(Note that the growth of rainfall between period’s t-2 and t-1 is equal to (approximately) the 

logarithm of the rainfall level at period t-1 minus the logarithm of the rainfall level at period t-

2.  I will put this mathematical fact on the worksheet for next week.) 

 

We can actually run a regression and estimate the coefficients on rainfall at time t - 1 and    

t – 2.   

 

2211 loglog   ttt RRPconflict   

 

If the conflict probability is truly determined by the growth rate of rainfall then the estimated 

coefficients on 1tR  and 2tR , i.e., 1  and  2  should turn out to be equal to each another.   
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Slide 25 shows that anything that can be done empirically with growth rates of rainfall can 

also be done in terms of rainfall levels.   

 

 

In other words, the theory that growth rates of rainfall determine conflict probabilities is 

really a special case of the theory that rainfall levels determine conflict probabilities.   

 

 

An important implication of the analysis on slide 25 is that, if it is rainfall growth rates that 

determine conflict then an increase in rainfall at time t-1 should have the same effect as a 

decrease in rainfall at time t-2.   

 

 

The table on slide 28 will show that the estimated coefficients on rainfall levels at times t – 

1 and t – 2 do not satisfy the condition of the above paragraph. 
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The next slide is the key table in the Ciconne paper.  Notice that the dependent variable is 

conflict onset. 

 

 

The first column replicates the result from the Miguel et al. paper that rainfall growth at 

period t-1 is negatively and significantly associated with conflict onset.   

 

 

The second column switches from using rainfall growth to using rainfall levels.  There is a 

significant and, surprisingly, positive relationship between conflict and the level of rainfall in 

period t-2.   

 

 

This strange relationship seems to imply that more rainfall is associated with more conflict 

as long as the extra rain occurred long enough in the past, i.e., two years ago. 
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This positive relationship, shown in column 2, between the rainfall level at time t-2 and 

conflict at time t explains why Miguel et al. get a negative relationship between the growth 

rate of rainfall at time t-1 and conflict (shown in Column 1).   

 

In fact, the column-2 results show that the column 1 relationship is not really about rainfall 

growth.   

 

 

If the link between rainfall and peace is really due to rainfall growth then there should be a 

negative and significant relationship on the rainfall level at time t-1 in addition to the positive 

and significant coefficient on the rainfall level at time t-2.  Moreover, these coefficients 

should be roughly equal in absolute value and opposite in sign.   

 

 

That is, if it is the growth rate of rainfall that matters then increases in rainfall at time t-1 

should be equivalent to decreases in rainfall at time t-2 and vice versa.  Yet the estimated 

coefficients do not behave this way.   
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The second important point of the table comes from columns 3 and 4.   

 

 

These columns report results for the extended dataset covering 1979-2009 rather than 

1979-1999 (the years covered by Miguel et al.).   

 

 

None of the rainfall coefficients are significant in these regressions.   

 

 

So, with the benefit of more data, it now seems that the significant coefficients in the first 

two columns are just statistical anomalies dues to not having enough data.  It appears that 

rainfall does not actually matter for conflict onset. 

 

 

In other words, the Miguel et al. findings look like spurious correlations. 


